Abstract

It is notoriously challenging to achieve parallel software systems that are both scalable and reliable. Parallel runtime support—such as multithreaded record & replay, data race and atomicity violation detectors, transactional memory, and support for stronger memory models—helps achieve these goals, but existing commodity solutions slow programs substantially in order to capture (track or control) the program’s cross-thread dependences accurately. Capturing cross-thread dependences using “pessimistic” synchronization slows every program access, while “optimistic” synchronization allows for lightweight instrumentation of most accesses but dramatically slows accesses involved in cross-thread dependences.

This paper introduces (1) a hybrid of pessimistic and optimistic synchronization and (2) an adaptive policy that enables fine-grained switching between pessimistic and optimistic synchronization based on program behavior. The adaptive policy uses online profiling and a cost–benefit model to inform its decisions. We design a dependence recorder on top of our approach to demonstrate its feasibility as a framework for efficient parallel runtime support.

We have implemented our approach in a high-performance Java virtual machine and show that it outperforms parallel runtime support based solely on pessimistic or optimistic synchronization. These results show the potential for adaptive, hybrid synchronization for efficient parallel runtime support in commodity systems.

1. Introduction

Software must become more parallel in order to scale with successive microprocessor generations that provide more—instead of faster—cores. However, writing and debugging parallel programs is notoriously difficult. Programmers want both scalability and correctness, but modern general-purpose programming languages and systems provide poor support. Programmers are stuck using locks, making it hard to achieve both correctness and scalability.

Researchers have developed dynamic program analyses and software systems that help provide scalable, reliable parallelism. Notable examples include data race detectors (e.g., [8]), software transactional memory (e.g., [10]), region serializability enforcement (e.g., [17]), atomicity violation checkers (e.g., [9]), and multithreaded record & replay systems (e.g., [24]). However, existing approaches are impractical because they slow programs by several times or more, rely on unrealistic custom hardware, or have other serious limitations.

Existing runtime support that targets commodity systems (often called software-only) adds instrumentation to virtually every program access to capture (track or control) cross-thread dependences, i.e., data dependences (write–write, write–read, and read–write dependences) that involve two different threads. Critically, the runtime support adds synchronized instrumentation at any access that might be involved in a data race in order to capture cross-thread dependences soundly.

Many existing analyses perform synchronization at all accesses, or a substantial fraction of all accesses, that might possibly be involved in data races (e.g., [8–10, 14, 15]). (Identifying or eliminating racy accesses is itself an unsolved problem [6, 8, 15, 26].) We refer to this kind of synchronization as “pessimistic” since it conservatively assumes any access will be involved in a cross-thread dependence. This frequent synchronization, which typically takes the form of a small critical section implemented with an atomic operation and a memory fence, slows programs dramatically by preventing compiler and hardware reordering and triggering remote cache misses at otherwise mostly-read-shared memory accesses.

Alternatively, synchronization can be optimistic by avoiding performing synchronization on accesses not involved in cross-thread dependences, while still preserving soundness when accesses are involved in cross-thread dependences. Examples of optimistic synchronization include biased locking [7, 12, 19], the Shasta distributed shared memory system [20], sharing detection [25], and the Octet dynamic analysis framework [5]. Notably, Octet captures cross-thread dependences soundly, but accesses to objects not involved in cross-thread dependences do not require synchronization, while accesses involved in cross-thread dependences require expensive coordination between threads. While Octet adds very low overhead for non-conflicting patterns, it can add significant overhead even for programs with moderate communication (0.1–1% of all accesses being communicating) [5]. Similarly, enforcing region serializability, supporting transactional memory, detecting atomicity violations, and recording dependences add substantial overhead for high-communication programs [3, 5, 21, 27].

Contributions. This paper introduces a new approach that adaptively combines pessimistic and optimistic synchronization to get the benefits of both. We develop a hybrid model that combines pessimistic and optimistic synchronization and allows switching shared-memory objects between pessimistic and optimistic synchronization on the fly. Then we present a cost–benefit model that decides, based on program behavior, whether an object should use pessimistic or optimistic synchronization. We develop an adaptive policy for switching between pessimistic and optimistic states based on efficient online profiling that approximates the cost–benefit model.

At run time, our approach establishes happens-before relationships [13] that transitively imply all of an execution’s cross-thread dependences. We demonstrate that parallel runtime support can build on the approach by designing a dependence recorder that is suitable for multithreaded record & replay.
2. Background, Motivation, and Related Work

Dynamic analyses and systems that check and enforce concurrency correctness generally need to capture cross-thread dependences, encompassing one of the following:

Detecting (i.e., tracking) cross-thread dependences. Examples include data race detectors, atomicity violation detectors, and dependence recorders (e.g., for multithreaded record & replay).

Controlling cross-thread dependences. This runtime support often takes the form of lightweight per-object locks. Examples include transactional memory, enforcement of strong memory models, and deterministic execution.

Both cases require instrumentation at every program memory access. This instrumentation typically maintains metadata for each object\(^1\) that helps to capture cross-thread dependences. This paper uses the following metadata values, called states (analogous to cache coherence states [18]):

- **WrEx\(_T\)**: Write exclusive for thread \(T\). \(T\) can read and write an object in this state, but other accesses require a state change.
- **RdEx\(_T\)**: Read exclusive for \(T\). \(T\) can read but not write an object in this state.
- **RdSh\(_c\)**: Read shared. Any thread can read the object, but writes require changing the state. The counter value \(c\) helps detect write-read dependences: a thread can compare \(c\) to its per-thread value to determine whether it has previously read an object in RdSh\(_c\) state.

At each object access, instrumentation (1) checks the object's state and the current access to detect cross-thread dependences, and it may perform additional client-specific actions such as computing happens-before relationships (e.g., data race detection) or triggering conflict detection and resolution (e.g., transactional memory); (2) updates the state; and (3) performs the program access. All of these actions must happen atomically because the access might be involved in a data race. (Data races are difficult to detect or eliminate [6, 8, 15, 16, 26].) Most existing runtime support guarantees atomicity by performing synchronization at every memory access, which we call "pessimistic" synchronization. Alternatively, "optimistic" synchronization eschews synchronization for non-communicating memory accesses, but requires a heavyweight coordination protocol for communicating memory accesses.

**Pessimistic synchronization.** Pessimistic synchronization essentially creates a small critical section around each access and its instrumentation. This critical section "locks" the object's state by atomically changing it to a special intermediate state Int\(_T\) (where \(T\) is the current thread), preventing other threads from accessing the object's metadata simultaneously.

These frequent atomic operations slow program execution substantially by triggering remote cache misses and serializing execution. In our experiments, basic pessimistic synchronization slows programs by more than 5X on average (Section 7.2).

Prior work on adaptive mechanisms. Prior work has used adaptive techniques for program synchronization. Usu et al. use online profiling and a cost–benefit model to adaptively choose between lock-based mutual exclusion and software transactional memory.

---

\(^1\) This paper uses the term "object" to refer to any unit of shared memory.
...conflicts. Upgrading or fence transitions incur a cost similar to pessimistic transitions. Thus, using the cost–benefit model requires only the numbers of conflicting and non-conflicting transitions—or simply their ratio—that would occur if the object were in optimistic states.

4.2 Profile-Guided Adaptive Policy

Using the cost–benefit model to change objects to optimistic or pessimistic states at run time, presents several challenges that we address as follows.

- The cost–benefit model relies on knowing the ratio of conflicting to non-conflicting transitions for an object \( a \) priori. Our approach uses online profiling, i.e., decisions about future state transitions are based on (recent) past behavior.

- Counting non-conflicting transitions would be expensive because they are common. Our profiling approach instead counts transitions that would be non-conflicting (if the object were in optimistic states)—only while an object is in pessimistic states.

\[ T_{\text{conf}} \] is the time for a conflicting transition using the explicit protocol.

4.1 Cost–Benefit Model

Our cost–benefit model estimates whether an object should be in pessimistic or optimistic states. Applying the model exactly as presented would require oracle knowledge, since decisions are based on future program behavior. Section 4.2 uses profile-guided feedback and gives up accuracy for better performance.

The basic idea of the cost–benefit model is that if the total time spent in optimistic transitions would exceed the total time spent in pessimistic transitions, the object should be in a pessimistic state; otherwise, it should be in an optimistic state.

**Formalized model.** Let \( N_{\text{pess}} \) be the number of pessimistic transitions that would occur if an object were in pessimistic states only. All transitions on pessimistic states are pessimistic transitions, so \( N_{\text{pess}} \) counts the total number of accesses. Let \( N_{\text{conf}} \) and \( N_{\text{nonConf}} \) be the numbers of conflicting and non-conflicting (same-state, upgrading, and fence) transitions, respectively, that would occur if the object were in optimistic states only. Since together \( N_{\text{conf}} \) and \( N_{\text{nonConf}} \) count all accesses,

\[ N_{\text{pess}} = N_{\text{nonConf}} + N_{\text{conf}} \] (1)

Let \( T_{\text{nonConf}} \), \( T_{\text{conf}} \), and \( T_{\text{pess}} \) be the average time costs for non-conflicting,\(^2\) conflicting,\(^3\) and pessimistic transitions, respectively. The model considers these values to be (platform-specific) constants that can be computed ahead of time, e.g., from Table 2.

According to the model, an object should be in optimistic states if and only if the following inequality holds:

\[ T_{\text{pess}} \times N_{\text{pess}} \geq T_{\text{nonConf}} \times N_{\text{nonConf}} + T_{\text{conf}} \times N_{\text{conf}} \] (2)

The left-hand side is the total time spent on state transitions if the object were in pessimistic states. The right-hand side is the total time spent on state transitions if the object were in optimistic states.

Applying (1) into (2) and transforming the formula yields:

\[ N_{\text{nonConf}} \geq \frac{T_{\text{conf}} - T_{\text{pess}}}{T_{\text{pess}} - T_{\text{nonConf}}} \times N_{\text{conf}} \] (3)

We define the coefficient as \( K_{\text{conf}} \) (since it essentially measures the penalty from conflicting transitions):

\[ K_{\text{conf}} = \frac{T_{\text{conf}} - T_{\text{pess}}}{T_{\text{pess}} - T_{\text{nonConf}}} \] (4)

and (3) becomes:

\[ N_{\text{nonConf}} \geq K_{\text{conf}} \times N_{\text{conf}} \] (5)

Thus, using the cost–benefit model requires only the numbers of conflicting and non-conflicting transitions—or simply their ratio—that would occur if the object were only in optimistic states.

3. Hybrid State Model

This section introduces a new hybrid state model that combines pessimistic and optimistic states and enables transitions between pessimistic and optimistic states. We refer to objects in pessimistic and optimistic states as *pessimistic objects* and *optimistic objects*, respectively. At run time, the application’s heap contains a mix of pessimistic and optimistic objects.

**States.** Our hybrid model combines the \( \text{WrEx} \), \( \text{RdEx} \), and \( \text{RdSh} \) states from both pessimistic and optimistic state models. We differentiate pessimistic and optimistic states with a superscript: \( \text{WrEx}^{\text{pess}}, \text{RdEx}^{\text{pess}}, \text{RdSh}^{\text{pess}}, \text{WrEx}^{\text{opt}}, \text{RdEx}^{\text{opt}}, \text{RdSh}^{\text{opt}} \).

Both pessimistic and optimistic states use the same intermediate state \( \text{Int} \). All pessimistic transitions use \( \text{Int} \) to create a small critical section around the instrumentation and access. Conflicting transitions use \( \text{Int} \) to help perform the coordination protocol.

**Transitions.** Table 3 shows the complete set of state transitions when a thread attempts to perform an access. The top half of the table shows pessimistic state transitions, and the bottom half shows optimistic state transitions. Transitions between pessimistic and optimistic states are also possible. Pessimistic transitions can transition to an optimistic state only in cases where the state does not actually need to change. Only conflicting transitions can change from an optimistic to a pessimistic state. Although the model could support other transitions between pessimistic and optimistic states, limiting transitions to these cases makes sense because (1) optimistic states are advantageous for same-state accesses and (2) pessimistic states are advantageous for conflicting accesses.

4. Adaptive Policy

This section first introduces a cost–benefit model for deciding whether an object should be in a pessimistic or optimistic state. It then presents an efficient adaptive policy that uses online profiling, approximating the cost–benefit model.

---

Table 1. The run-time frequency of optimistic state transitions, divided into three categories that require different levels of synchronization.

<table>
<thead>
<tr>
<th></th>
<th>Same state</th>
<th>Conflicting</th>
<th>Upgrading or fence</th>
</tr>
</thead>
<tbody>
<tr>
<td>eclipse6</td>
<td>1.2 × 10^8</td>
<td>1.3 × 10^7</td>
<td>6.3 × 10^7</td>
</tr>
<tr>
<td>hsqldb6</td>
<td>6.1 × 10^8</td>
<td>9.0 × 10^5</td>
<td>5.5 × 10^5</td>
</tr>
<tr>
<td>lusearch6</td>
<td>2.5 × 10^9</td>
<td>4.4 × 10^3</td>
<td>2.7 × 10^3</td>
</tr>
<tr>
<td>xalan6</td>
<td>1.1 × 10^10</td>
<td>1.8 × 10^7</td>
<td>1.2 × 10^7</td>
</tr>
<tr>
<td>avror9</td>
<td>6.0 × 10^9</td>
<td>6.0 × 10^6</td>
<td>6.2 × 10^6</td>
</tr>
<tr>
<td>jython9</td>
<td>5.0 × 10^9</td>
<td>6.7 × 10^4</td>
<td>1.5 × 10^4</td>
</tr>
<tr>
<td>luindex9</td>
<td>3.3 × 10^8</td>
<td>3.7 × 10^2</td>
<td>2.1 × 10^2</td>
</tr>
<tr>
<td>lusearch9</td>
<td>2.4 × 10^9</td>
<td>2.9 × 10^4</td>
<td>2.6 × 10^3</td>
</tr>
<tr>
<td>pmdb</td>
<td>5.7 × 10^8</td>
<td>4.3 × 10^3</td>
<td>3.7 × 10^3</td>
</tr>
<tr>
<td>sunflow9</td>
<td>1.7 × 10^10</td>
<td>7.5 × 10^3</td>
<td>1.9 × 10^4</td>
</tr>
<tr>
<td>xalan9</td>
<td>1.0 × 10^10</td>
<td>1.9 × 10^7</td>
<td>1.2 × 10^7</td>
</tr>
<tr>
<td>pjb2000</td>
<td>1.7 × 10^9</td>
<td>9.5 × 10^5</td>
<td>9.1 × 10^5</td>
</tr>
<tr>
<td>pjb2005</td>
<td>6.6 × 10^9</td>
<td>4.8 × 10^7</td>
<td>3.5 × 10^7</td>
</tr>
</tbody>
</table>

Table 2. Average CPU cycles across all programs, for pessimistic and optimistic states.

<table>
<thead>
<tr>
<th></th>
<th>Pessimistic</th>
<th>Optimistic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Same state</td>
<td>Conflicting</td>
</tr>
<tr>
<td>geomean</td>
<td>1.5 × 10^4</td>
<td>4.7 × 10^3</td>
</tr>
</tbody>
</table>

\(^2\)The model computes the time for non-conflicting transitions as simply the time for same-state transitions, a reasonable approximation because upgrading and fence transitions incur a cost similar to pessimistic transitions.

\(^3\)\( T_{\text{conf}} \) is the time for a conflicting transition using the explicit protocol.
As mentioned above, objects allocated by thread \( T \) switching according to (6) does the approach switches the object to an appropriate pessimistic state. Only conflicting transitions, which are relatively infrequent. If an \( \text{WrEx} \) approach sets \( \text{Cutoff} \) different objects need different \( \text{Cutoff} \) states. This approach would add extra space overhead nondeterminism that are hard to control.) Future work will show how to apply the hybrid state model to controlling cross-thread dependences.

5. Using the Hybrid State Model as a Framework

An important requirement for the hybrid state model is for it to be a framework for runtime support that tracks or controls cross-thread dependences. We demonstrate tracking of cross-thread dependences by designing and implementing a dependence recorder that records enough information about cross-thread dependences to enable exact replay. (However, we are not yet able to demonstrate replay, due to other sources of nondeterminism that are hard to control.) Future work will show how to apply the hybrid state model to controlling cross-thread dependences.

Our dependence recorder builds on a recorder from prior work that uses optimistic synchronization [5]. It stores information about cross-thread dependences in per-thread logs. For optimistic transitions, our recorder uses the same approach as prior work. To some extent, the recorder can use the same approach for pessimistic transitions: after all, in our model, pessimistic and optimistic transitions have similar characteristics (e.g., \( \text{RdEx}_{\text{Opt}} \rightarrow \text{RdSh}_{\text{Opt}} \) versus \( \text{RdEx}_{\text{Opt}} \rightarrow \text{RdSh}_{\text{Opt}} \)), allowing cross-thread dependences to be identified soundly for pessimistic transitions in the same way as for optimistic transitions.

The exception is pessimistic transitions that would be conflicting if they involved optimistic states (the last four transitions in the top half of Table 3). Suppose that thread \( T_1 \) was the last to access an object \( o \), and \( T_2 \) performs a conflicting access, i.e., if \( o \) is in an optimistic state, then the access would trigger a conflicting transition, which requires coordination. For optimistic states, the coordination protocol stops both threads, enabling recording of a happens-before

<table>
<thead>
<tr>
<th>Trans. type</th>
<th>Old state</th>
<th>Program access</th>
<th>New state</th>
<th>Sync. needed</th>
<th>Cross-thread dependence?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pessimistic or Opt</td>
<td>( \text{WrEx}_{\text{Opt}} )</td>
<td>R or W by ( T )</td>
<td>Int(<em>1) ( \rightarrow \text{WrEx}</em>{\text{Opt}} ) or ( \text{WrEx}_{\text{Opt}} )</td>
<td>CAS</td>
<td>No</td>
</tr>
<tr>
<td>Pessimistic</td>
<td>( \text{RdEx}_{\text{Opt}} )</td>
<td>R by ( T )</td>
<td>Int(<em>1) ( \rightarrow \text{RdEx}</em>{\text{Opt}} ) or ( \text{RdEx}_{\text{Opt}} )</td>
<td>CAS</td>
<td>No</td>
</tr>
<tr>
<td>Pessimistic</td>
<td>( \text{RdSh}_{\text{Pess}} )</td>
<td>W by ( T )</td>
<td>Int(<em>2) ( \rightarrow \text{RdSh}</em>{\text{Pess}} )</td>
<td>CAS</td>
<td>No</td>
</tr>
<tr>
<td>Pessimistic</td>
<td>( \text{RdSh}_{\text{Pess}} )</td>
<td>W by ( T )</td>
<td>Int(<em>1) ( \rightarrow \text{WrEx}</em>{\text{Pess}} )</td>
<td>CAS</td>
<td>Maybe</td>
</tr>
<tr>
<td>Pessimistic</td>
<td>( \text{RdSh}_{\text{Pess}} )</td>
<td>W by ( T )</td>
<td>Int(<em>1) ( \rightarrow \text{WrEx}</em>{\text{Pess}} ) or ( \text{WrEx}_{\text{Pess}} )</td>
<td>CAS</td>
<td>Maybe</td>
</tr>
<tr>
<td>Same state</td>
<td>( \text{WrEx}_{\text{Pess}} )</td>
<td>R or W by ( T )</td>
<td>Same</td>
<td>None</td>
<td>No</td>
</tr>
<tr>
<td>Upgrading</td>
<td>( \text{RdEx}_{\text{Opt}} )</td>
<td>R by ( T )</td>
<td>Same</td>
<td>CAS</td>
<td>No</td>
</tr>
<tr>
<td>Cutoff</td>
<td>( \text{RdEx}_{\text{Opt}} )</td>
<td>R by ( T )</td>
<td>Same</td>
<td>CAS</td>
<td>Maybe</td>
</tr>
<tr>
<td>Opt ( \rightarrow ) Pessimistic</td>
<td>( \text{RdSh}_{\text{Opt}} )</td>
<td>W by ( T )</td>
<td>Int(<em>2) ( \rightarrow \text{WrEx}</em>{\text{Opt}} ) or ( \text{WrEx}_{\text{Opt}} )</td>
<td>Roundtrip coordination</td>
<td>Maybe</td>
</tr>
<tr>
<td>( \text{RdSh}_{\text{Opt}} )</td>
<td>W by ( T )</td>
<td>Int(<em>2) ( \rightarrow \text{WrEx}</em>{\text{Opt}} ) or ( \text{WrEx}_{\text{Opt}} )</td>
<td>Roundtrip coordination</td>
<td>Maybe</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. All possible state transitions for the hybrid model. The top half of the table shows transitions starting in pessimistic states, and the bottom half shows transitions starting in optimistic states. Instances of bold “or” indicate cases where a state can potentially transition between pessimistic and optimistic states.

• Profiling groups of objects and aggregating information about them could be beneficial. For example, aggregating profiling data by objects’ allocation sites would enable identifying allocation sites that should put objects into optimistic versus pessimistic states. This approach would add extra space overhead to track objects’ allocation sites and require dynamic recomputation of sites. Our current approach does not aggregate profiling information; it profiles individual objects at run time. Newly allocated objects start in the \( \text{WrEx}_{\text{Opt}} \) state (where \( T \) is the allocating thread) since most objects are mostly non-conflicting.

As mentioned above, objects allocated by thread \( T \) start in the \( \text{WrEx}_{\text{Opt}} \) state. Instead of counting both non-conflicting and conflicting transitions for optimistic objects, the approach counts only conflicting transitions, which are relatively infrequent. If an object executes enough conflicting transitions (a heuristic value \( \text{Cutoff}_{\text{conflict}} \), i.e., if the following condition is satisfied,

\[
\text{ConfTrans}(o) \geq \text{Cutoff}_{\text{conflict}}
\]

the approach switches the object to an appropriate pessimistic state. Switching according to (6) does not work by itself because different objects need different \( \text{Cutoff}_{\text{conflict}} \) values. Thus, the approach sets \( \text{Cutoff}_{\text{conflict}} \) to a low constant value and profiles the object further after it becomes pessimistic.

All pessimistic transitions count whether the transition would be non-conflicting or conflicting if the object were actually in an optimistic state. This information helps inform the cost-benefit model about whether to switch the object back to an optimistic state. Our approach uses the following formula, derived from equation (5), to make this decision:

\[
\text{Inertia} + K_{\text{conflict}} \times N_{\text{conflict}} \leq N_{\text{onConflict}}
\]

The heuristic value \( \text{Inertia} \) helps avoid switching an object back to an optimistic state before collecting enough profiling information.

The profiling approach can compute (7) efficiently at run time using a single per-object value as follows. After the first optimistic-to-pessimistic transition, assign \( \text{Inertia} \) to the value. For every pessimistic transition, if it would be non-conflicting, decrement the value by 1; otherwise increment the value by \( K_{\text{conflict}} \). If the value becomes negative, switch the object to an optimistic state.

Our current approach switches each object from optimistic to pessimistic at most once, to avoid putting an object repeatedly into pessimistic states if it incurs conflicting transitions but should ideally be in optimistic states.

Experiments (not shown) find that performance is not very sensitive to the values of \( K_{\text{conflict}} \) and \( \text{Inertia} \). Various values of \( K_{\text{conflict}} \) (8–512) and \( \text{Inertia} \) (8–1024) are effective.

5. Using the Hybrid State Model as a Framework

An important requirement for the hybrid state model is for it to be a framework for runtime support that tracks or controls cross-thread dependences. We demonstrate tracking of cross-thread dependences by designing and implementing a dependence recorder that records enough information about cross-thread dependences to enable exact replay. (However, we are not yet able to demonstrate replay, due to other sources of nondeterminism that are hard to control.) Future work will show how to apply the hybrid state model to controlling cross-thread dependences.

Our dependence recorder builds on a recorder from prior work that uses optimistic synchronization [5]. It stores information about cross-thread dependences in per-thread logs. For optimistic transitions, our recorder uses the same approach as prior work. To some extent, the recorder can use the same approach for pessimistic transitions: after all, in our model, pessimistic and optimistic transitions have similar characteristics (e.g., \( \text{RdEx}_{\text{Opt}} \rightarrow \text{RdSh}_{\text{Opt}} \) versus \( \text{RdEx}_{\text{Opt}} \rightarrow \text{RdSh}_{\text{Opt}} \)), allowing cross-thread dependences to be identified soundly for pessimistic transitions in the same way as for optimistic transitions.

The exception is pessimistic transitions that would be conflicting if they involved optimistic states (the last four transitions in the top half of Table 3). Suppose that thread \( T_1 \) was the last to access an object \( o \), and \( T_2 \) performs a conflicting access, i.e., if \( o \) is in an optimistic state, then the access would trigger a conflicting transition, which requires coordination. For optimistic states, the coordination protocol stops both threads, enabling recording of a happens-before
edge by recording the source and sink of the edge in $T_1$ and $T_2$'s logs, respectively. The source and sink are each a dynamic accesses location (DAL), which is a unique execution point identified by (1) static program location and (2) a per-thread counter called a yield-point counter that is incremented at every method entry and loop back edge. $T_1$ records the source DAL when it responds to $T_2$. $T_2$ records the sink DAL for the access that detects the conflict.

However, for a pessimistic transition that would be conflicting if $o$ were in an optimistic state, it is difficult to identify and record a DAL on $T_1$ that is the source of a happens-before edge that implies the cross-thread dependence. This source DAL needs to be (1) after the last access to the object on $T_1$, to capture the dependence, and (2) no later than the current DAL of $T_1$ (which can be actively changing since only $T_2$ is stopped), or else replay may deadlock.

Our recorder addresses this challenge using the following strategy. Each pessimistic transition maintains a per-thread pessimistic-timestamp counter that is the value of the thread’s yield-point counter at the most recent pessimistic transition. Thus $T_1$’s last pessimistic transition will have updated this value. If, at the conflicting access, $T_2$ observes that $T_1$’s yield-point counter now exceeds $T_1$’s pessimistic-timestamp counter, then $T_2$ can simply record $T_1$’s yield-point counter value, since replay can wait for this same value in order to replay the happens-before edge. Otherwise (if $T_1$’s yield-point counter and pessimistic-timestamp counter have the same value), the approach must record a more precise source DAL. Our current approach is for $T_2$ to acquire a lock on $T_1$’s log and write an event into the log that records the DAL of $T_1$’s most recent pessimistic transition (these values can be observed racey but safely), so during replay $T_1$ can replay the source of the happens-before edge. This approach requires that all accesses to per-thread logs acquire locks, which adds noticeable overhead. We are exploring alternative strategies that might provide better performance.

### 6. Implementation

We have implemented the hybrid state model and adaptive policy in Jikes RVM 3.1.3, a high-performance Java virtual machine [2]. Our implementation builds on the publicly available Octet implementation in Jikes RVM.4 Each object and state field has a metadata word for its state. Three low bits enable representing the seven possible states, and the other bits represent a thread address or the read-shared counter. Jikes RVM’s dynamic just-in-time compilers insert instrumentation before every memory access in the application and Java libraries. The instrumentation performs the “fast path,” which checks if the object is in an optimistic state and needs only a same-state transition. If the fast-path check fails, the instrumentation performs the “slow path,” which handles the other possible state transitions.

To handle pessimistic transitions, the compiler inserts instrumentation after every memory access to “unlock” the state by changing it from int_ to the new state. To avoid the cost of conditionally performing this unlock operation, the compilers generate two code paths: one executes only the program access, and the other executes the program access followed by changing the state. The instrumentation before the program access jumps to the latter code path if and only if the slow path indicates a transition from a pessimistic state. While in theory this configuration should add no overhead for objects in optimistic states, in practice it adds noticeable overhead, presumably because the possibility of executing the pessimistic code path affects the compiler’s optimizations, e.g., uses of virtual registers on the pessimistic code path affect register allocation decisions in the rest of the method.

### 7. Evaluation

This section evaluates the run-time characteristics and performance of our hybrid state model and adaptive policy, compared with purely pessimistic and optimistic approaches.

#### Methodology

We evaluate our implementation on the DaCapo Benchmarks, versions 2006-10-MR2 and 9.12-bach (2009) [4], distinguished with suffixes 6 and 9; and fixed-workload versions of SPECjbb2000 and SPECjbb2005.5 We include only multithreaded programs and exclude programs that (unmodified) Jikes RVM cannot execute.

Experiments execute on a machine with 4 AMD Opteron 6272 16-core processors and 128 GB memory, running Linux 2.6.32. We configure experiments to utilize only 32 cores of the 64-core system (using the Linux taskset command). On 64 cores, instrumented code outperforms uninstrumented code for a few benchmarks. We do not fully understand this anomalous result but have determined that it is affected by Linux scheduling domain policies.

We build a high-performance configuration (FastAdaptiveGenLmmix) of Jikes RVM. We let the garbage collector adjust the heap size automatically at run time. Each performance result is the median of 25 trial runs; we also show the mean as the center of 95% confidence intervals. Table 4’s results use the mean of 5 trials.

We use the following values for the parameters of the adaptive policy, except when stated otherwise:

<table>
<thead>
<tr>
<th>Cutoff</th>
<th>$K_{conf}$</th>
<th>Inertia</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>200</td>
<td>100</td>
</tr>
</tbody>
</table>

We choose a low value for Cutoff in order to transition optimistic objects to pessimistic states aggressively; pessimistic-to-optimistic transitions can remedy pessimistic objects that should actually be in optimistic states. As Section 4.2 mentioned, performance is not very sensitive to the values of $K_{conf}$ and Inertia.

#### 7.1 Run-Time Characteristics

Table 4 shows the frequency of different state transitions under the adaptive policy. The columns show the counts of various transition categories from Table 3. The table breaks down Optimistic into three types since different optimistic transitions incur substantially different costs.

For Same State and Conflicting transitions, the number of transitions from the optimistic-only state model (Table 1) is shown in parentheses. The Conflicting column measures how well the adaptive policy achieves its primary goal of reducing conflicting transitions. The reduction is substantial for programs that execute a relatively high fraction of conflicting transitions when using purely optimistic states. Section 7.2 shows that performance improves significantly for these programs.

The Same state column measures the downside of the adaptive policy: some transitions that would have been same-state transitions (requiring no synchronization) become pessimistic transitions (requiring synchronization). The table shows that at most 1–2% of same-state transitions become pessimistic. Achieving this result relies on the adaptive policy’s profiling of pessimistic objects to identify objects to put back into optimistic states. Although more same-state transitions than conflicting transitions become pessimistic, it does not imply a performance loss, since a conflicting transition costs 2–3 orders of magnitude more than a same-state transition.

For these programs at least, the adaptive policy achieves its goal of eliminating most of the conflicting transitions (and thus most of the expensive coordination protocol overhead) for high-conflict

4 [http://jikesrvm.org/Research+Archive](http://jikesrvm.org/Research+Archive)

5 [http://spec.org/](http://spec.org/)
Table 4. State transitions for the adaptive policy. For optimistic transitions that are \textit{Same State} or \textit{Conflicting}, the number in parentheses is the number of transitions when using the optimistic-only model, i.e., the same value as in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>Same state</th>
<th>Optimistic</th>
<th>Conflicting</th>
<th>Upgrading or fence</th>
<th>Pessimistic</th>
<th>Optimistic to Pessimistic</th>
<th>Pessimistic to Optimistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>eclipse6</td>
<td>1.2×10⁷⁻→ 1.2×10⁷⁻</td>
<td>(1.3×10⁷⁻→) 1.4×10⁷⁻</td>
<td>6.7×10⁴⁻</td>
<td>1.6×10⁸⁻</td>
<td>2.3×10⁸⁻</td>
<td>1.5×10⁸⁻</td>
<td></td>
</tr>
<tr>
<td>hsqldb6</td>
<td>6.1×10⁵⁻→ 6.0×10⁵⁻</td>
<td>(9.0×10⁵⁻→) 2.6×10⁵⁻</td>
<td>2.2×10⁵⁻</td>
<td>8.2×10⁶⁻</td>
<td>1.3×10⁷⁻</td>
<td>2.2×10²⁻</td>
<td></td>
</tr>
<tr>
<td>lusearch6</td>
<td>(2.5×10⁹⁻→) 2.5×10⁹⁻</td>
<td>(4.4×10⁹⁻→) 4.2×10⁹⁻</td>
<td>2.6×10⁻³</td>
<td>1.6×10⁴⁻</td>
<td>4.0×10⁵⁻</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>xalan6</td>
<td>(1.1×10¹⁰⁻→) 1.0×10¹⁰⁻</td>
<td>(1.8×10¹⁰⁻→) 4.4×10¹⁰⁻</td>
<td>9.0×10⁴⁻</td>
<td>2.0×10⁸⁻</td>
<td>5.3×10²⁻</td>
<td>1.1×10²⁻</td>
<td></td>
</tr>
<tr>
<td>avror9</td>
<td>(6.0×10⁹⁻→) 6.0×10⁹⁻</td>
<td>(6.0×10⁹⁻→) 8.2×10⁹⁻</td>
<td>7.9×10⁻⁴</td>
<td>1.9×10⁷⁻</td>
<td>1.5×10⁷⁻</td>
<td>4.7×10¹⁻</td>
<td></td>
</tr>
<tr>
<td>jython9</td>
<td>(5.0×10⁹⁻→) 5.0×10⁹⁻</td>
<td>(6.7×10⁹⁻→) 6.6×10⁹⁻</td>
<td>1.5×10⁻¹</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>luindex9</td>
<td>(3.3×10⁹⁻→) 3.3×10⁹⁻</td>
<td>(3.7×10⁹⁻→) 3.7×10⁹⁻</td>
<td>2.1×10⁻²</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>lusearch9</td>
<td>(2.4×10⁹⁻→) 2.4×10⁹⁻</td>
<td>(2.9×10⁹⁻→) 2.1×10⁹⁻</td>
<td>1.9×10⁻¹</td>
<td>6.2×10⁹⁻</td>
<td>1.3×10⁵⁻</td>
<td>1.0×1⁰⁻</td>
<td></td>
</tr>
<tr>
<td>pmd9</td>
<td>(5.7×10⁸⁻→) 5.8×10⁸⁻</td>
<td>(4.3×10⁸⁻→) 1.7×10⁸⁻</td>
<td>1.2×10⁻⁴</td>
<td>2.1×10⁸⁻</td>
<td>1.2×10⁵⁻</td>
<td>9.6×1⁰⁻</td>
<td></td>
</tr>
<tr>
<td>sunflow9</td>
<td>(1.7×10¹⁰⁻→) 1.7×10¹⁰⁻</td>
<td>(7.5×10⁹⁻→) 6.2×10⁹⁻</td>
<td>1.6×10⁻⁴</td>
<td>3.2×10⁹⁻</td>
<td>1.1×10⁷⁻</td>
<td>3.0×1⁰⁻</td>
<td></td>
</tr>
<tr>
<td>xalan9</td>
<td>(1.0×10⁹⁻→) 9.9×10⁹⁻</td>
<td>(1.9×10⁹⁻→) 2.7×10⁹⁻</td>
<td>5.3×10⁻⁴</td>
<td>1.9×10⁹⁻</td>
<td>8.2×10²⁻</td>
<td>1.2×1⁰⁻</td>
<td></td>
</tr>
<tr>
<td>pjbb2000</td>
<td>(1.7×10⁹⁻→) 1.7×10⁹⁻</td>
<td>(9.5×10⁹⁻→) 8.3×10⁹⁻</td>
<td>7.9×10⁻⁵</td>
<td>7.0×1⁰⁻</td>
<td>5.5×1⁰⁻</td>
<td>4.0×1⁰⁻</td>
<td></td>
</tr>
<tr>
<td>pjbb2005</td>
<td>(6.6×10⁹⁻→) 6.5×10⁹⁻</td>
<td>(4.8×10⁹⁻→) 8.4×1⁰⁻</td>
<td>3.3×10⁻⁵</td>
<td>1.3×1⁰⁻</td>
<td>3.8×1⁰⁻</td>
<td>3.7×1⁰⁻</td>
<td></td>
</tr>
</tbody>
</table>

Figure 1. Run-time overhead of purely optimistic and pessimistic state models, compared with the hybrid state model using the adaptive policy. The ranges are 95% confidence intervals centered at the mean.

7.2 Performance

Figure 1 compares the performance of our adaptive policy with policies that use only pessimistic or optimistic states. Each bar shows the run-time overhead added over unmodified Lices RVM, Pure Pessimistic evaluates using only pessimistic states, which is expensive, as prior work also shows [5]. This configuration adds 470% overhead on average (excluding sunflow9, the geomean is 310%), showing that pessimistic states must be applied judiciously.

Pure Optimistic is the overhead of optimistic states only (i.e., Octet [5]). It adds 26% average overhead, but a few programs incur substantial costs.

The two Adaptive configurations use the adaptive policy to switch between optimistic and pessimistic states. Adaptive \textit{w/infinite cutoff} sets \textit{Cutoff\_conf} to \text{\infty}, so no object actually transition to a pessimistic state; this configuration measures only the costs (e.g., from instrumentation; Section 6), not the benefits, of the adaptive policy. These costs are 5.5% (relative to baseline execution) over a purely optimistic approach.

Adaptive uses the default values for \textit{Cutoff\_conf} and other parameters. The adaptive policy significantly improves the performance of several programs that perform poorly with a purely optimistic model, which are the same programs that have many conflicting transitions eliminated by the adaptive policy (Table 4). The adaptive policy reduces overhead by 15% (42% \rightarrow 27%) for xalan6, by 18% (40% \rightarrow 22%) for avror9, and by 98% (from 118% \rightarrow 20%) for pjbb2005. Despite reducing conflicting transitions significantly for hsqldb6 (Table 4), the adaptive policy has little impact because hsqldb6’s conflicting transitions mainly use the implicit protocol, which costs about as much as a pessimistic transition.

\textit{Ideal} is the overhead of optimistic states only, but without using the coordination protocol. It should cost about the same as if all conflicting transitions became pessimistic, but all same-state transitions remained optimistic. This unsound configuration, which adds 13% on average, is essentially a lower bound on the overhead that the adaptive protocol might be able to provide.

The adaptive policy adds 21% overhead on average. It reduces overhead (relative to baseline execution) by 10% over \textit{Adaptive w/infinite cutoff}, recovering most of the 13% overhead difference between the purely optimistic approach and the ideal, unsound configuration. However, the overhead added by the adaptive policy’s mechanism cuts into this performance improvement. With more effort, we should be able to eliminate most of the overhead from the adaptive policy’s mechanism.

While an optimistic approach provides the best performance for low-conflict programs, our adaptive approach provides significantly better performance for high-conflict programs. On average, the adaptive approach adds lower overhead than either purely pessimistic or optimistic approaches.

**Dependence recorder.** Figure 2 shows the performance of the dependence recorder based on purely optimistic and adaptive approaches (Section 5). The adaptive approach improves the recorder’s performance considerably for the high-conflict programs xalan6, xalan9 and pjbb2005, but incurs more overhead than prior work for other programs, adding 1–2% more overhead on average than the purely optimistic recorder. The adaptive recorder adds more overhead mainly because it must lock its per-thread logs. The hybrid model reduces the number of conflicting transitions but not
the number of detected cross-thread dependencies, so the recorder still needs to log as much as the purely optimistic recorder.

8. Conclusion and Future Directions
We present a hybrid state model and adaptive policy that achieve better performance than purely pessimistic or optimistic approaches. Our results suggest that our hybrid, adaptive approach is promising, especially for high-conflict applications for which a purely optimistic approach incurs high coordination costs.

Here we discuss three opportunities for future work. (1) We plan to improve performance further by reducing the costs of the adaptive policy itself. (2) The adaptive policy profiles objects individually, which is not reactive enough if many objects each experience one or few conflicting transitions; these objects will not transition to pessimistic states soon enough. We will investigate aggregate profiling (e.g., by allocation site) of objects in order to make profiling more reactive (e.g., so newly allocated objects put newly allocated objects directly into pessimistic states). (3) We have focused on showing how to apply the hybrid state model and adaptive policy to tracking cross-thread dependences by building a dependence recorder. We plan to demonstrate that our approach is also a suitable framework for controlling cross-thread dependences.
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